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COMVENTS OF THE ELECTRONI C PRI VACY | NFORVMATI ON CENTER
AND THE AMERI CAN Cl VIL LI BERTI ES UNI ON
ON THE EFFECTI VENESS OF "I NTERNET PROTECTI ON MEASURES"

In response to NTIA's "Request for Comrent on the Effectiveness
of Internet Protection Masures and Safety Policies," 67 Fed.
Reg. 37396 (May 29, 2002), the Electronic Privacy Information
Center ("EPIC') and the American Cvil Liberties Union ("ACLU")
submt these comments to address the denonstrated, inherent
flaws in content blocking systens and other so-called "Internet
protection neasures."

In furtherance of its proceeding "to evaluate whether currently
avai l able Internet blocking or filtering technol ogy protection
neasures and Internet safety policies adequately address the
needs  of educat i onal institutions,"” as required by the
Children's Internet Protection Act ("CIPA"), Pub. L. No. 106-
554, 114 Stat. 2763, 2763A-336 (2000), NTIA seeks conmments on,
inter alia, the follow ng questions:

- How do technology protection products block or
filter prohibited content?

- Do these nethods successfully block or filter
prohi bited online content??

These questions recently received extensive consideration by a
three-judge federal court panel during the litigation of the
constitutional challenge to CIPA's requirenent that libraries
install blocking software in order to qualify for participation
in the E-Rate program? The court showed —and we agree —t hat
bl ocki ng nethods currently in use block access to a | arge anount
of online cont ent perm ssi bl e under CPA (i.e. t hey
“overblock”), while failing to block access to a |arge anount of
online content prohibited by CPA (i.e., they “underblock”).
Because current blocking nethods overblock permssible speech

! Request for Comment, 67 Fed. Reg. at 37398.

2 American Library Association v. United States, 201 F. Supp.2d
401 (E.D. Pa. 2002) (notice of appeal filed June 20, 2002).



and underbl ock prohibited speech, they fail to “successfully
block or filter prohibited online content.” In the renai nder of
this cormment, we will use the court’s decision to illustrate why
this is so.

The ~court noted that, "following an intensive period of
di scovery . . . the court conducted an eight-day trial at which
[the court] heard 20 w tnesses, and received nunerous

deposi tions, stipulations and docunments. The principal focus of
the trial was on the capacity of currently available filtering
software."® This examination resulted in extensive findings of
fact on the nature of blocking software, its operation, and the
limts of the technol ogy. These inherent technol ogical
limtations, the court held, make it inpossible for a public
library to conply with CIPA wthout violating the First
Amendnent . * (A copy of the court's decision is being filed
herewith for inclusion in NTIA s record.)

The court's findings of fact, as sumarized below, were based
primarily on depositions and testinmony concerning the content
bl ocking provided by four tools: SurfControl's Cyber Patrol,
N2H2' s Bess/i 2100, Secure Conputing's SmartFilter and Wbsense's
Enterpri se. The court's findings contain general information
concerning the blocking nethods used by these conpanies, and
assess the broader inplications of "the sources of error that
are at once inherent in those nethods and unavoi dable given the
current architecture of the Internet and the current state of
the art in automated classification systens."®

| . How Technol ogy "Protection" Products Wrk.

Conceptual Iy, blocking programs function in a straightforward
manner. "When an Internet user requests access to a certain Wb
site or page, either by entering a domain nanme or |P address
into a Wb browser, or by clicking on a link, the filtering
software checks that domain nanme or |P address against a
previously conpiled 'control list.'"® If the control |ist

* 1d. at 407-408.

“ Id. at 453 ("Because of the inherent linitations in filtering
technol ogy, public libraries can never conply with Cl PA w t hout
bl ocki ng access to a substantial anmount of speech that is .

constitutionally protected . . .").
> 1d. at 430.
® 1d. at 428.



responds that the address is restricted, then the user will not
be allowed to access it.

As the blocking software conpanies review individual Wb sites
or pages, they place the address (URL) into content categories
within the control |ist. For exanple, SurfControl uses 40
different content categories such as Adult/Sexually Explicit;
Educati on; Real Estate; and Violence. The admnistrator of the
bl ocking software then has the ability to restrict access to
specific categories, and all of the web addresses included
therein.’

Therefore, when gathering the URLs to place onto the control
lists, blocking software conpanies go through two distinct
phases. "First, they nmust collect or 'harvest' the relevant
URLs from the vast nunber of sites that exist on the Wb.
Second, they nust sort through the URLs they have collected to
determ ne under which of the conpany's self-defined categories
(if any), they should be classified."® ° The nethods used in
both of these phases are, however, flawed and thus unsuccessful
at controlling access to restricted materials while inproperly
bl ocki ng access to a vast anount of val uable content.

I1. The Harvesting Phase is Fl awed.

The harvesting phase introduces flaws into content bl ocking
because it only considers a small proportion of relevant URLs.

An effective control Ilist should include the full wuniverse of
currently available web addresses. However, "filtering
conpanies, given their limted resources, do not attenpt to
i ndex or classify all of the billions of pages that exist on the
Web. Instead, the set of pages that they attenpt to exam ne and
classify is restricted to a small portion of the Wb.""
SurfControl, N2H2 and Secure Conputing maintain control [lists

with only 200,000 to 600,000 web addresses,™ a mniscule nunber

T d.

® 1d. at 430.

® Aut omat ed net hods used in the process of sorting or
“categorizing” URLs are discussed further in Section II1.B,
infra.

9 1d. at 431.
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given that the nunber of pages that can be accessed by standard

search engi nes has been estimated at 2 billion pages. '

The control lists contain so few web addresses because the
aut omated and manual search nethods bl ocking software conpanies
use to find Wb pages are inperfect. The bulk of the web

addresses are gathered through automated nethods such as
"entering certain key words into search engines [and] follow ng
links from a variety of online directories (e.g., generalized
directories like Yahoo or various specialized directories, such

as those that provide links to sexually explicit content)."?*
These are then supplenmented by manually "reviewing lists of
new y-regi stered domai n nanes; buying or licensing lists of URLs
from third parties; 'mning access logs maintained by their

custoners; and reviewing other subm ssions from custoners and
the public."*

A. Keyword Searching at Commercial Search
Engi nes Only Searches a Small Proportion
of All Web Addresses.

As the court found, "the first nethod, entering certain keywords
into commer ci al search engi nes, suffers from severa
limtations. [ T]he Web pages that nay be 'harvested' through
this nmethod are limted to those pages that search engi nes have

already identified. However, . . . a substantial portion of the
Veb is not even theoretically i ndexabl e. " *®
In addition to the 2 billion web pages that blocking software

conpani es could reach through keyword searching, there are at
| east a simlar nunber of pages which cannot be reached through
commerci al search engines. The court found that "the size of
the wun-indexable Wb, or the Deep Wb, while inpossible to
determine precisely, is estimated to be two to ten tinmes that of
the publicly indexable Wb."' Thus, keyword searching, based
upon the estimates credited by the court, could at best reach a
very small percent of all Wb pages. As the court found, "no

12 1d. at 419.
¥ 1d. at 431,
“o1d.
15 1d.
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currently available nethod or conbination of nethods for
collecting URLs can collect the addresses of all URLs on the
\Mb n 17

B. Keyword Searching at Conmercial Search
Engi nes Doesn't ldentify Visual Depictions.

The second drawback of relying upon automated nethods is that
they use text as a proxy for finding visual content. The
commercial search engines are only able to search text, not
images. As the court noted, "[t]his is of critical inportance,
because Cl PA, by its own terns, covers only 'visual
depictions.'"' The court found that

[1] mage recognition t echnol ogy i's I mmat ur e,
ineffective, and unlikely to inprove substantially in
the near future. S Due to the reliance on

automated text analysis and the absence of inage
recognition technology, a Wb page wth sexually
explicit images and no text cannot be harvested using
a search engine. This problem is conplicated by the
fact that Web site publishers my use image files
rather than text to represent words, i.e., they may
use a file that conputers understand to be a picture,
like a photograph of a printed word, rather than
regul ar text, making automated review of their textua
content i npossible. For example, if the Playboy Wb
site displays its nane wusing a logo rather than
regular text, a search engine wuld not see or
recogni ze the Playboy name in that |ogo.*®

For these reasons, control |lists are both insufficient and
i naccurate as a result of flaws in the harvesting process. By
accessing less than 20 percent of W.b addresses, and returning
only those that wuse descriptive text, harvesting produces
i nconplete control |ists. Such inconplete lists lead to the
phenonmenon of underbl ocki ng, where blocking progranms fail to
block Wb sites containing content that should be blocked
according to the progranmis stated criteria.

[11. The Categorization Phase |Introduces Fl aws.

7 1d. at 418.
8 1d. at 431.
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Flaws in the process of categorizing harvested Wb sites lead to
t he phenomenon of overbl ocki ng, where content that should not be
bl ocked is m scategorized as content that should be bl ocked. An
expert witness for the governnent admtted that six to fifteen
percent of the Wb pages blocked on library conmputer termnals
are wongly blocked. The court found, however, that these
al ready substantial estimates "greatly understate the actua
rates of overblocking that occurs, and therefore cannot be
consi dered as anything nore than mninmum estimates of the rates

of overblocking that happens in all filtering prograns."?°
Therefore, at least fifteen percent of the Wb pages bl ocked in
libraries wusing blocking software are wongly blocked. The

court further found that the thousands of overbl ocked Wb pages
identified by plaintiffs' experts were only a small fraction of
those that are actually overblocked: "[We conclude that nany
times the nunber of pages that [plaintiffs] identified are
erroneously blocked by one or nore of the filtering prograns
that [were] tested."*

The <court ~cited nmany specific exanples of "overblocking,"
including Wb pages containing information about religious
organi zations (e.g., the Web site of the Knights of Columbus
Council 4828, a Catholic men®s group associated with St.
Patrick®"s Church i1n Fallon, Nevada), governnental entities and
specific political candidates (e.g., the Wb site for Kelley
Ross, a Libertarian candidate for the California State
Assenbly), health issues (e.g., the Wb site of the WIIlis-
Kni ghton Cancer Center, a cancer treatnent facility), education
and careers (e.g., several Wb sites with information on hone
schooling, and a site for aspiring dentists), travel and sports
(e.g., the Wb sites of a North Carolina bed & breakfast and a
fly-fishing outfitter in Al berta).? The ~cause of such
overblocking can be traced to the following flaws in the
categori zation process used by bl ocki ng software conpani es.

A. The Category Definitions are Inaccurate.
The <categories for content that blocking conpanies use are

i nconsistent with those categories identified in CIPA, and as a
result, they block content permssible wunder CIPA After

20 1d. at 442.
2L 1d. at 445.

22 1d. at 446-447.



bl ocki ng software conpanies use the above-described nethods to
conpile control lists, they allocate the URLs to different
content categories. For exanpl e, Websense uses the follow ng
headi ngs: Abortion Advocacy; Advocacy Goups; Adult Material;
Busi ness & Econony; Drugs; Education; Entertainnent; Ganbling;

Ganes; CGovernnent; Health; Illegal/Questionable; Information
Technol ogy; Internet  Conmuni cati on; Job  Search; M 1itancy/
Extrem st; News & Media; Productivity Managenent; Bandw dth
Managenent ; Raci sm Hat e; Rel i gi on; Shoppi ng; Soci ety &

Li festyle; Special Events; Sports; Tasteless; Travel; Vehicles;
Vi ol ence; and Weapons. #®

The bl ocking software conpanies do not define their categories
according to |legislative or comon |aw definitions of prohibited
mat eri al s. Qovi ously, none of Whbsense's above categories
mat ches t he pr ohi bi t ed cat egori es of obscenity, child
por nography and nmaterials harnful to mnors referenced in Cl PA
The "Adult" category is defined as including "full or partial
nudity of individuals.” However, it also includes unprohibited
content such as Wb pages that contain "light adult hunor and
literature” and "sexually explicit |anguage.”

In addition, blocking software users are not generally allowed
to either define categories for thenselves or have access to the

control lists and their categorizations. As the court noted,
"the specific nmethods that filtering software conpanies use to
categorize control lists are, like the lists thenselves,

proprietary information."?® Therefore, blocking software is, at
the nost, effective at blocking the categories as defined by the
bl ocki ng conpanies, not the desired categories of a particular
user, or those nandated by | aw.

By wusing category definitions, which cannot be neaningfully
custoni zed, that are nuch broader than the categories of content
prohi bited by CIPA, blocking software will necessarily overbl ock
a large amount of content perm ssible under Cl PA —even when the
bl ocking conpanies’ definitions are accurately applied. O
course, those definitions are not always accurately applied, as
di scussed bel ow, content matching a category definition is often
not placed in the appropriate category, while content not
mat ching a category definition will often be categorized as such
by m stake. These inaccurate categorizations lead to further
over bl ocki ng and under bl ocki ng.

2 1d. at 429.

24 1d. at 430.



B. Automated All ocations | naccurately Categorize URLS.

Both of the nethods that blocking software conpanies currently
use to automatically put a URL into one or nore content
categories result in overblocking of content perm ssible under
Cl PA, as well as underbl ocking of content prohibited under Cl PA.
Bl ocki ng software conpanies currently use two textual nethods to
automatically categorize addresses: sinple key word searching,
and statistical algorithmns. The court found that "sinple key-
wor d- based filters are subject to the obvious limtation that no
string of words can identify all sites that contain sexually
explicit content, and nost strings of words are likely to appear
in Web sites that are not properly classified as containing
sexual ly explicit content."?* The court simlarly found that the
use of statistical algorithns yields flawed results:

Not wi t hst andi ng their "artificial intelligence"
description, automated text classification systens are
unable to grasp many distinctions between types of
content that would be obvious to a human. And of
critical I nportance, no presently concei vabl e
technology can nmake the judgnents necessary to
determ ne whether a visual depiction fits the |egal
definitions of obscenity, child pornography, or
harnful to minors.?®

C. Hunman Al locations are Unable to
Efficiently and Accurately Categorize URLS.

Use of human review — as opposed to automated bl ocking — al so
results in the overblocking of content perm ssible under Cl PA,
as well as underbl ocking of content prohibited under ClIPA Most
bl ocki ng software conpanies engage in sone percentage of human
review, in addition to their reliance upon automated nethods.

As the court noted, "[hJuman review of Wb pages has the
advantage of allowing nore nuanced, if not nore accurate,
interpretations than automated <classification systens are
capable of making."? However, human review is wunable to

categorize many Wb pages without incurring a significant rate
of error.

% 1d. at 432.
% 1d. at 433.
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The enormty of the task of human review of billions of Wb
pages introduces its own sources of error. Wth limted
resources, any attenpt at human review of billions of existing
web pages, and the approximately 1.5 mllion new Wb pages
created every day will introduce human error. The court found
that "errors are likely to result from boredom or |ack of
attenti veness, overzeal ousness, or a desire to err on the side
of caution by screening out material that mght be offensive to
some customers, even if it does not fit wthin any of the
conpany's category definitions."?

The demands of human review also introduce two procedural
errors. Oten tines, to cope with the demands of review,
categorical determnations wll be made not upon the basis of
the content of each specific Wb page, but based upon the site's
honme page.?® Thus, if the home page of a Wb site appears to be
obj ectionable, all of the Wb pages associated with that site
will be categorized simlarly. These broad determ nations |ead
to over-blocking of many useful Wb pages based upon a cursory
revi ew. In other cases, this practice allows justifiably
prohibited content to remain unblocked. For exanple, a site
whi ch hosts the Wb pages of thousands of individuals (or which
charges for access) wll not be reviewed thoroughly, and thus
some of its content may be available for view ng notw thstanding
the "inappropriate” nature of that particular material.

D. Al Allocation Methods are | naccurate Because
They are Static Wile Wb Content is Dynamic.

Bl ocking software conpanies do not have the resources or
technol ogical neans to continually nonitor Wb page content,
al t hough that content changes daily. As the court found:

Most filtering software conpanies do not engage in
subsequent reviews of categorized sites or pages on a
schedul ed basi s. Priority is placed on review ng and
categorizing new sites and pages, rather than on re-
reviewing already —categorized sites and pages.
Typically, a filtering software vendor's previous
categorization of a Wb site is not re-reviewed for
accuracy when new pages are added to the Wb site. To
the extent the Wb site was previously categorized as
a whole, the new pages added to the site usually share

2% 1d.

2 1d. at 433-434.



the categorization assigned by the blocking product
vendor . *°

The court further noted that, "in addition to the content on Wb
sites or pages changing rapidly, Wb sites thenselves nay
di sappear and be replaced by sites with entirely different
content. If an |IP address associated with a particular Wb site
I's blocked under a particular category and the Wb site goes out
of existence, then the IP address likely would be reassigned to
a different Wb site."® Likewise, "[t]hrough 'virtual hosting'
services, hundreds of thousands of Wb sites wth distinct
domain nanes may share a single nuneric |P address.” When
bl ocking software conpanies block the |P addresses of such
services, they "necessarily block a substantial anount of
content wthout reviewing it, and wll Jlikely overblock a
substantial anount of content."?

Thus, the categorization of URLs wthin control [lists is
i naccurate due to inherent flaws in the nethods enployed.
Because the blocking software conpanies unilaterally determ ne
the categories that can be bl ocked, and use inaccurate human and
automated allocation nethods, categorization produces highly
unreliable results. Wen coupled wth the insufficiency of the
control lists, those results compound the inaccuracy of bl ocking
systens.

I'V. Less Restrictive, Mire Effective Means are Avail abl e.

Alternatives to Internet blocking software adequately address
the needs of educational institutions seeking to conply wth
CIPA, as the court found. Many of the practices and policies
considered by the court to be less restrictive in the library
environnent are either currently used or would be applicable to

an educational environnent. School s can "adopt Internet use
policies that nake clear to patrons that the [school's] Internet
terminals may not be used to access illegal content."*® Oher

techni ques recogni zed by the court, such as detecting violations
of use policies through direct observation, review of Internet
use logs, and subsequent disciplinary neasures are all easily

% 1d. at 435.
31 1d.
32 1d. at 434.

3 1d. at 480.
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adaptable to an educational environnent. These nethods woul d
avoid the docunented flaws of blocking software, while nore
effectively acconplishing the desired ends.

Concl usi on

As the court concluded after an exhaustive exam nation of
content blocking technology, "we find that it is currently
I mpossi ble, given the Internet's size, rate of growh, rate of
change, and architecture, and given the state of the art of
automated classification systens, to develop a filter that
nei ther underbl ocks nor overblocks a substantial anmount of
speech."®* The court stressed that these problens are inherent
to the blocking process, and not the result of deficiencies in
particul ar prograns:

The nore effective a filter is at blocking Wb sites
in a given category, the nore the filter wll
necessarily overblock. Any filter that is reasonably
effective in preventing users from accessing sexually
explicit content on the Wb wll necessarily bl ock
substantial anounts of non-sexually explicit speech.*®

NTIA should adopt the court's findings and conclude that
currently available Internet bl ocking software does not
“successfully block or filter” the online content that ClPA
prohi bits, and that use of such software is antithetical to the
educational mssion of the nation's school s.

Respectful ly subm tted,

David L. Sobel
El ectronic Privacy Information Center

Laura W Murphy, Director
ACLU Washi ngton National Ofice

G eg Penberton
EPI C Legal Intern

August 27, 2002
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